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1 Introduction

Many linguists make it their goal to describe the grammarsrafer-studied languages that do
not yet play a role in linguistic theorizing. Describing tarages is challenging for many reasons,
including the following two. First, describing the gramnafran under-studied language is a
complex, and therefore potentially daunting, task. Sectireddescription needs to properly reflect
the “genius” of the language (Sepir 1921) without being szeeely influenced by pre-conceived
notions about better-studied languages, but while stdlxahg for meaningful comparisons to the
grammars of other languages. Meeting this second challsngarticularly important given the
fast rate at which languages are dying and the pressing medatihging evidence from these
languages to bear on theories of meaning and on the study@ifidge variation and universals.
We argue in this paper that these challenges can be met hyftlieed and cautious use of theory.

Benefits and pitfalls of involving theory in language deston have been widely discussed,
mainly with an eye towards phonetics, phonology, morphplagd syntax (see e.g. Dixon 1997;
Gil 2001;Hyman 2001; Noonkn 2005; Rice 2005; Dryer 2006e2i@06] Haspelméath 2010a). In
the study of meaning, however, the interplay between thandyfieldwork-based description has
received less attention. Matthewson (2004), the only paptside this volume to discuss general
methodology for fieldwork on meaning, introduces readeketosemantic and pragmatic notions
and the intricacies involved in distinguishing them in figtdk, but does not explicitly address
the interplay between theory and fieldwork-based desonptiTonhauseet al. (2013) develop
diagnostics for exploring theoretically-informed projpes of projective contents with theoretically
untrained consultants, but also do not discuss the reltiprbetween theory and fieldwork.

In general, there remains a lamentable disconnect betweeni¢s of meaning and fieldwork-

based research on meaning, with several unfortunate coesegs. For one, many grammars



do not discuss basic meaning properties of the languagesilaes, focusing instead on “good
descriptions of the phonetics and the phonology, as wellfdeseomorphology and the syntax”
(Noonanl 2005:360; see also Rice 2005 for a discussion of dheents of grammars). Other
grammars cover semantic topics but fail to define the tertogyused, or use terminology in
ways that do not reflect the properties of the language beasgribed. And in some grammars,
the data presented are intriguing, but the descriptiorisspagecision, making them unsuitable for
cross-linguistic comparison and for assessing theoriesaaining.

Our goal in this paper is to explicitly discuss the interptatween theory and fieldwork in
the study of meaning. Specifically, with respect to the twalleimges of fieldwork-based research
mentioned above, we argue that i) theory can guide fieldwonkeaning, and when it does, more
comprehensive descriptions of meaning reswhd ii) compared to linguistic fieldwork that is
not theoretically informed, theoretically-informed deptive fieldwork has greater potential for
revealing the “genius” of the language under investigaflmw it differs from other languages),
for improving theories, and also for increasing our knowkedf language variation and universals.

We argue for these two points on the basis of fieldwork-basséarch on a particular domain
of meaning, namely temporal and aspectual reference. Iniagdve also provide a theoretically-
informed guide to exploring and providimgeaning descriptionsin this empirical domain. Mean-
ing descriptions are statements of empirical generatimatabout the form-meaning mapping in a
particular language. Such descriptions form the basisafud, are therefore distinct from, formal
semantic and pragmatic analyses, which rely on tools frartheery and logic to formulate com-
positional models of the form-meaning mapping. We alsardisiish the description of a language
from its documentation, which is theory-independent antsait “creat[ing] a record of a language
in the sense of a comprehensive corpus of primary data” (Hilnrani 2006:3).

We focus on this empirical domain for two reasons. First,mdgfor conducting theoretically-

informed fieldwork on temporal and aspectual referenceadgate (for an excellent cross-linguistic

IMurray (this volume) makes a related point.



overview of this empirical domain, see €.g. Chung and Titalker1985). Second, both of us have
explored temporal and aspectual reference with theotigtizatrained native speaker consultants
of Badiaranke (since 2004) and Paraguayan Guarani (alse 8004), respectively. Badiaranke is
an Atlantic language, spoken by 10,000 to 15,000 peopleme&s, Guinea, and Guinea-Bissau;
Paraguayan Guarani, a member of the Tupi-Guarani faim#poken by over four million people
in Paraguay and Argentina.

After introducing in sectiohl2 a theoretical framework faporing temporal and aspectual ref-
erence, we discuss in detail how familiarity with this framoeek can guide fieldwork on temporal
and aspectual reference in sectibhs 3[@nd 4, respectivetyio8[% is devoted to discourse about
the future, which can be realized through temporal, aspgatuodal, and mood-based strategies.
Throughout these sections, we also discuss how assumingpeetital framework can increase
the potential of the descriptive work to reveal the geniugheflanguage and to improve theory.
The paper concludes in sectidn 6 with a discussion of fiveireauents that theoretically-informed

descriptions must meet if they are to be valuable for theystdidneaning.

2 A theoretical framework for describing temporal and aspee
tual reference

The theoretical framework for describing temporal and e reference that we introduce in
this section is a neo-Reichenbachian one. This framewaitknass that the temporal and aspectual
reference of clauses can be described in terms of tempdasibres between three time intervals,
which are introduced in detail in sectibn2.1: the evaluatime, the topic time (sometimes also
called “reference time”), and the eventuality time (Kamp &eyle 1993; Klein 1994). The neo-
Reichenbachian framework serves as a starting point fodisaussions of temporal and aspectual
reference in sectiorld 3 afill 4, as it is the framework both afark in and also one that much

research on temporal and aspectual reference is couched in.



The framework serves ast@ol for accurate description, not as an ultimate, irrevocablerd
minant of how every language will behave. If data discovenea language cannot be described
within the framework, the data should not be discarded, houkl they be twisted into conform-
ing to the framework. Rather, such a situation motivatesifitadion of the framework. As Rice
(2006:262) puts it: in a good linguistic description “[t]treeory informs and shapes, but does not

control” the description.

2.1 Time intervals in a neo-Reichenbachian framework

We assume that clauses describe eventualities, a covefdeavents and states (Bach 1986). The
eventuality time (ET) of a clause is the time at which the eventuality it ddsesiis temporally
located; for an event, this is the time at which it occurs doda state, the time at which it holds.
Theutterance time (UT) is the time at which a matrix clause is uttered; it is tielato this time
that the truth conditions of the clause are evaluated. Bualholauses are evaluated relative to the
utterance time: some subordinate clauses, for instangebaavaluated relative to the eventuality
time of the matrix clause. The more generahluation time (EvT) is therefore used to refer to the
time relative to which a clause is evaluated. The third timerival assumed in neo-Reichenbachian
frameworks is theopic time (TT), which is the interval the uttered clause is about. Tustrate

the three time intervals, considér (1), adapted from Kl&Boé:3f.):

(1) Context: A judge (J) is interrogating a witness (W) in dou
J: What did you notice when you looked into the room?

W: The light was on. [TT <UT; TT C ET]

The judge’s question fixes the topic time as the past inteviiah the witness looked into the room.
If the witness is a cooperative interlocutor who adheresetoegal conversational principles (Grice
1975), in particular the principle of making her utteranekevant to the current discourse goal,
then her answer can be assumed to elaborate on what the wasltike at this topic time. The

eventuality time of the sentence W utters is the time at wttieHight was on. Competent speakers



of English understand W'’s utterance to convey that the hgd already on when W looked into
the room. That is, we understand W'’s utterance to conveyttigeventuality time temporally
includes the topic time, which precedes the evaluation {imeee, the utterance time).

This framework privileges two temporal relations betwesese three times: the temporal re-
lation between the evaluation time and the topic time of as#aconstitutes the clausésnporal
reference whereas the temporal relation between the topic time aaaventuality time of the
clause constitute itaspectual referencg W's utterance in[{ll) is annotated with an abbreviation
of its temporal reference (T¥ UT) and its aspectual reference (TTET). (We provide such an-
notations for select examples throughout the paper tdiifitesa variety of temporal and aspectual
references attested cross-linguistically.) This notaim@icates that the sentence uttered by W is
only compatible with topic times that are temporally lochpgior to the evaluation time, which is
the utterance time ii{1). This restriction is due to the parsse form of the vertp be past tense
restricts topic times to times prior to the evaluation tiag,discussed in detail in sectign 3. The
aspectual reference of the clause W utters is the inclugiation, i.e. the eventuality time of the

state of the light being on includes the topic time, as disedsn detail in sectiop 4.

2.2 Distinguishing temporal/aspectual reference from tese/aspect

A distinction that is crucial for the discussions in this pas between the temporal and aspectual
reference of clauses, on the one hand, and tense and aspebg other. We use these latter
terms exclusively to refer to natural language expressiatiscertain properties. In particular, a
tenseis an expression that forms part of a grammatical paradigirttzett constrains the temporal

reference of the clause in which it occHra;(grammaticalaspectis an expression that forms part

4Cablé (20183) argues that temporal remoteness markerkiiyGiemporally relate eventuality times to evaluation
times. This language thus provides evidence for a thirdipged temporal relation, namely between evaluation and
eventuality times. See also Conirie 1985:ch.5 on temponabteness markers.

3This definition differs from Comrie’s (1985) much-cited dhfion of tense as “grammaticalized expression of

location in time” (p.9), which does not specifyhatis located in time, e.g. the eventuality time, the topic tirae



of a paradigm and constrains the aspectual reference ofatsecin which it occurg.

The distinction between temporal/aspectual referenceqepies of clauses and tense/aspect
as expressions that constrain temporal/aspectual refersnessential for exploring the form—
meaning mapping across languages. For example, wherepslanguage can realize clauses
with past temporal reference (where the topic time prectdesvaluation time), not all languages
have past tense morphemes that constrain the topic timedetdime. Likewise, every language
can convey progressive aspectual reference (where théualigntime temporally includes the
topic time), but not every language has a distinguishedrpssive aspect marker to convey this
aspectual meaning.

Keeping temporal and aspectual reference separate frae terd aspect allows precise state-
ments about similarities and differences in the form-megmiapping, as illustrated for English
and Paraguayan Guarani (henceforth Guaranflin (2). drcéimtext given, both the English ex-
ample in [2a) and the Guarani examplelih (2b) convey tha¢vieatuality of the speaker bathing
is ongoing at the topic time, the time when the door bell ravigich temporally precedes the ut-
terance time. But whereas this meaning is conveyed in Englrsuttering a sentence with a past
tense finite verbwag and a progressive aspect constructibe Y/-ing, it is conveyed in Guarani

by a sentence that only consists of the verb stgghu‘bathe’ inflected for first person singugr.

something else altogether. It also differs from the debnif tense ih Chung and Timberlake (1985:203) as locating
“the eventin time by comparing the position of the frame ghientuality time, RC/JT] with respect to the tense locus.”
This definition of tense, as temporally relating the evelitiutime and the utterance time, is also found in £.g. Zagona
(1990) and Stowell (1996).

4A linguistic paradigm is generally defined as a set of fornat tire derived from the same base form and that
contrast with one another semantically and morphosymttti(see, e.gl, Bezrd 1995:254). Some paradigms, in-
cluding the English tense paradigm, are impoverished,istimg only of an overt morpheme and an unmarked form.
English modals, in contrast, are not paradigmatic by thfndien, since the English modal verbsan, must, might
etc.) do not share a common root.

SGlosses in this paper use the following abbreviations: B 2,1%, 2", 3¢ person; 1sg.3sg ='Iperson acting

on 39 person (etc.); A = set A cross-reference markew.DECL = affirmative declarative clause markerpmpL



(2) Context: | tell my mother that yesterday my door bell ran@ very inopportune moment.

My mother asks meWhat were you doing when the door bell rang?

a. | was bathing. English [TRUT, TT C ET]
b. A-jahu. Guarani [TT<UT, TT C ET]
Alsg-bathe
‘| was bathing.’

Thus, past temporal progressive aspectual reference iseged by both the English and the
Guarani utterances ifil(2). But only in English is this magns conveyed as part of the meanings
of the morphemes that comprise the uttered sentence; diiteiher contexts, the Guarani sen-
tence is compatible with other types of temporal and aspétterence. If we used e.g. “tense” to
refer both to the temporal reference of a clause and to aressijon that constrains temporal ref-
erence, as some authors do, we would need to say that botimgfistEand the Guarani examples
have past tense, thereby obscuring the differences betivedwo languages.

The examples iM{2) also allow us to make another point thiatysfor our discussions in this
paper, namely the importance of considering the tempobapectual reference ofterances
i.e. sentences in contﬁt,ather than of sentences in isolation. The contexilin (2)&avery im-
portant role: it fixes a particular temporal and aspectuaremce for the utterances. The fact that
the utterances irlf2a) and (2b) are judged to be acceptatdmplysh and Guarani speakers, re-
spectively, in this context is evidence that they are bothpatible with past temporal progressive

aspectual reference, despite differing in form. Crucjadgntences presented without a context,

= complementizerp3 = deictic particle,peF = definite;DET = determiner;FEM = feminine; FUT = future; IMP =
imperative;iMPF = imperfective;INC = incompletive;INCL = inclusive;LOC = locative;MASC = masculineNoM =
nominative;NMLZ = nominalizer;NPST= non-pastp = preposition,PAR = participial; PFv = perfective; pl = plural,
PRES= presentpPRET= preterite;; ROSP= prospectiveQ = question; sg = singulamERM = terminative;TOP = topic
6Context is taken to be the utterance context, the contexthitciwthe utterance is made, which is a body of
information held in common by the interlocutors in the diss, including information from the utterance situation,
the linguistic context in which the utterance is made, ad agthe information structure of the preceding discourse

(e.g.Roberis 2004:197f.)



or translations of sentences into the contact language toamstitute data that can be used to
evaluate hypotheses about the form-meaning mapping (esssied in_Matthewsion 2004:83 and

Cover’s and Deal’s papers in this volume).

2.3 Theoretically-informed meaning description

The neo-Reichenbachian framework just introduced takestecplar perspective on the temporal
and aspectual reference of utterances: the frameworlemes three time intervals (the evalua-
tion, topic and eventuality times) and two temporal relagibetween them (the temporal reference
relation between the evaluation and the topic times, an@spectual reference relation between
the topic and eventuality times). Inherent to the framewstkus a very strong hypothesis regard-
ing the form-meaning mapping in the domain of temporal apeetsial reference in any language,
namely that this mapping can be described by reference se tiheee time intervals and two tem-
poral relations. In particular, for any given linguisticpggssion of the language, the framework
demands that the researcher ask whether the meaning of phession constrains either of the
two relations, and, if so, how. And for any given temporal gpectual reference relation express-
ible in the framework, the researcher is held to explore Hwat particular relation is expressed in
the language. This strong hypothesis, and the questionKingsfrom it, can guide fieldwork on
temporal and aspectual reference in a particular language.

Another feature of the framework is that the relevant categpsuch as ‘temporal reference’
and ‘tense’, are (at least partially) defined on the basiseftiree privileged time intervals, not
only on the basis of particular structures or morpholodgmahs. As a consequence, the definitions
of the categories provide guidance about the positive agdtive evidence the researcher has to
provide in support of a particular hypothesis about the fomeaning mapping. To argue, for
instance, that a particular form restricts temporal refeegthe researcher has to provide evidence
that clauses with this form are compatible with some but Hatfahe possible temporal relations

between the evaluation time and the topic time.



The framework can lead to more comprehensive meaning géistis since, simply put, the
language description is only complete once the contribgtto temporal or aspectual reference of
all the forms of the language have been identified, and oreclénttuistic realizations of all possible
temporal and aspectual reference relations have beenregpldwareness of how temporal and
aspectual reference is realized in other languages allugtsearcher to identify which properties
of the form-mapping in the language under investigationcanss-linguistically novel, and which
ones are attested already. Descriptive research on tehgadaaspectual reference within this
neo-Reichenbachian framework also has the potential tbtteaevisions of theories of temporal
and aspectual reference, namely whenever an empiricatajeaation established for a particular
language cannot be captured in the framework.

Despite such advantages of theoretically-informed dpsee fieldwork, some researchers ar-
gue that bringing theory into the field is problematic sinas,Haspelmath puts it, theoretical
frameworks may “set up expectations about what languagesidghcan and cannot have, and
once a framework has been adopted, it is hard to free oneeelf the perspective and the con-
straints imposed by it (Haspelmath 2010a:303). More dmadly, the worry is that working
within a particular theory will lead the researcher to imgpakeoretically-motivated categories
on the language to be described, without recognizing tHelEfeguages have different categories”
(Haspelmaih 2010a:302). Thus, such researchers thingtitlbéto use theory in language descrip-
tion, or to only use “atheoretical” frameworks, such as Gan€omparative Grammar_(Lehmann
1989), Canonical Typology (Corbett 2005, 2007), Basic Listic Theory |(Dixon 2010), and
Framework-Free Description (Haspelmath 2010a,b). Weeatlyat the aforementioned qualities
of theoretically-informed descriptive fieldwork far outigh any potential dangers.

In fact, every description is theory-dependent to somenexteven purportedly atheoretical de-
scriptions make some assumptions about how language csted and how it can be described.
For instance, one case study that Haspelmath uses toaliestramework-Free Description, a de-
scription of Tagalog syntax by Schachter and Otahes (19&8s terms like ‘core’ and ‘topic’.

In order for a description that employs these terms to bei@kphese terms must be defined in
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the context of some theoretical framework, even if thesdaarguage-specifitheoretical terms.
Rather than asking researchers to abandon their thedrasisamptions when conducting field-
work, it seems more productive to encourage an explicitudision of the theoretical assumptions
that were made as the research was conducted. We therefameasel for the informed and cau-
tious use of theory in conducting descriptive fieldwork, gled with a willingness to abandon or
modify the theory in light of relevant empirical findings.

Some resistance against using a theoretical frameworkgukge description seems to stem
from the perception that such frameworks generally assamguiage universals in structure and
the form-meaning mapping, i.e. that such frameworks gdigezabscribe to the Chomskyan Uni-
versal Grammar paradigm._Evans and Levinson (2009), faamege, maintain that there is “[a]
widespread assumption among cognitive scientists, gipwut of the generative tradition in lin-
guistics, . ..that all languages are English-like but wiffedent sound systems and vocabularies”
(p-429). Theoretical frameworks that have built-in asstioms about language structures and the
form-meaning mapping may indeed be particularly likely taluly affect descriptions of meaning
in a particular language. For example, if a framework fordlescription of temporal and aspec-
tual reference assumes that every sentence in any langeglgees a Tense Projection (TP) with a
T(ense) inflectional head, or that the topic time be intrediicy a tense morpheme, there is a dan-
ger that descriptions in this framework assume such strestor morphemes without providing
empirical evidence for them. But theory-informed desdoipt need not make any assumptions
about linguistic universals: theory-informedness menelyplves doing description in a way that
acknowledges the existence of, and uses as a descriptiyestone theoretical framework. In
particular, the neo-Reichenbachian framework we use sghper (and in our research) makes
no assumptions about the universality of particular sytidatructures or morpheme inventories.
Rather, the framework provides the researcher with a gelngpathesis about a particular domain
of meaning, namely temporal and aspectual reference, angaasifor providing theoretically-

informed meaning descriptions that employ well-definethtaology.
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3 Exploring temporal reference

In the previous section, the temporal reference of a clawse defined as the temporal relation
between the topic time and the evaluation time. In other wdite temporal reference of a clause
is the set of topic times it is compatible with. We speak ofausk being compatible withast
temporal referenceif the set of topic times the clause is compatible with ineésidnes that tem-
porally precede the evaluation time; likewise, we speakaéase being compatible wifhresent
temporal referenceor future temporal referenceif the set of topic times the clause is compatible
with includes ones that overlap with or follow the evaluatione, respectively.

In exploring temporal reference in a language, one may Hevgadal of describing the entire
language, or the more modest goal of discussing the cotitiitsiof particular expressions to
temporal reference. In the context of the theoretical fraork introduced in the last section,
the first goal amounts to exploring hypotheses about how eeahpeference is constrained in
the language, and the second one involves exploring hypeshabout how certain expressions
constrain temporal reference.

Cross-linguistic research has revealed that the tempafeaience of clauses may be constrained
by tenses, temporal adverbials, embedding constructmneH as context. Sectidn_3.1 illustrates
how temporal reference restrictions can be explored inirelruses, where the evaluation time
is the utterance time. SectibnB.2 then turns to the tempefalence of subordinate clauses. Our
discussion in this section, as well as in sectidns 4[And &iskEE on the kind of data that support
hypotheses about temporal and aspectual reference rafimeoh methods for obtaining such data.
One such method is judgment elicitation, but data may alsubb&ned from (spoken and written)
corpora and questionnaires (such as that used in Dahl 198&).discussions of methods see

Matthewson|(2004), Krifka (2011) and the papers in this nwdyuespecially that by Bohnemeyer.
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3.1 Temporal reference in matrix clauses

The examples in[{1) andl(2) already illustrated that the tmalpreference of matrix clauses is
constrained by context. The exampleslih (3) show that teataiverbs also constrain temporal
reference: whereas both (3a) afifl (3b) have past tempoeaénefe since they address a contex-
tually given question about a past topic time, the tempatakebyesterdayin ([@a) constrains the
temporal reference of the clause to the day-long intenat phecedes the day that contains the
utterance time, and the temporal advixst yearin ([@b) constrains the temporal reference of the
clause to a year-long interval that precedes the year tmhics the utterance time. We thus un-
derstand Mario’s writing to be temporally located withir timterval denoted byesterdayin (3a)

and within the interval denoted bgst yearin (3b).

(3) Context: When did Mario write an obituary? [JUT,ETCTT]
a. Mario wrote an obituary yesterday. [BUT;, ET CTT; TT is yesterday]
b. Mario wrote an obituary last year. [TXTUT; ET CTT; TT is last year]

In some languages, temporal reference is also constrayneghbes. The past tense vevlotein
@a) constrains the topic time of the clause in which it osdora time prior to the utterance time.
This constraint on the temporal location of the topic tinteaduced by the tense is compatible with
the constraints on the temporal location of the topic timteotiuced by context and the temporal
adverbyesterdayrendering this an acceptable utterance. The examdle,iby4pntrast, is judged
to be unacceptabll.We hypothesize that the unacceptability judgments are dwmnflicting
constraints on the temporal location of the topic time: tba-past tensed venbrites constrains
the topic time to a time at or in the future of the utteranceetinvhich is incompatible with the

constraints on the topic time introduced by context andehgpral adverb.

"We use # to indicate that the unacceptability of the uttezdaadypothesized to be due to semantic/pragmatic

(rather than syntactic) reasons.
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(4) Context: What did Mario write?

#Yesterday, Mario writes an obituary.

In the following, we illustrate two diagnostics that are itglly used to establish temporal

reference restrictions in research with theoreticallyained native speakers.

Diagnostic #1: Co-occurrence restrictions with temporal locating adverbs The first diag-
nostic rests on the assumption that temporally locatingdxb/constrain the temporal location of
the topic time, as illustrated with the exampledh (3). & #xpression under investigation can co-
occur with a particular temporally locating adverb, thise ba taken as evidence that the expression
is compatible with the temporal reference restrictionsosga on the clause by the adverb. Inabil-
ity to co-occur with such an adverb can support the hypagitesit the expression is incompatible
with the temporal reference restrictions introduced byatheerb (assuming that one has excluded
other possible reasons for the unacceptability judgment).

We illustrate this diagnostic with the so-called “presetgiise verb form of Standard High
German. As illustrated by the example n (5), this verb formymo-occur with the temporally
locating adverbsm AugenblicKright now’ and morgen‘tomorrow’, but not withgestern'yester-
day’. These data are compatible with the hypothesis thdpittesent” tense verb form of Standard
High German is compatible with present and future tempefarence, but not with past temporal
reference (and is therefore better referred to as a nongrass).

(5) Im Augenblick/ Morgen /#Gestern arbeite  ich anmeinerDissertation.
at.themoment  tomorrow yesterdayvork.NPSTI at my  thesis

‘Right now | am / Tomorrow | will be / #Yesterday | was working oy thesis.’

The diagnostic can also be applied to explore temporalerber restrictions of adverbs, such
as Guarankuri. In the examples i {6kuri co-occurs with the verh-jahu‘Alsg-bathe’, which
consists of a verb stem inflected only for person/numberinéion, and various temporally lo-

cating adverbs. The fact thitiri can co-occur witkkueheyesterday’ in [6a), but not witko’aga
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‘now’ or ko'gro ‘tomorrow’ in (@b,c), provides support for the hypothedisittkuri restricts the
temporal reference of the clause in which it occurs to tapies that precede the utterance time.

(6) a. Kuehe a-jahu kuri .
yesterdayAlsg-batheeAsT

‘Yesterday | bathed/was bathing.’

b. #Ko’agaa-jahu kuri .
now Alsg-batherAsST

(Intended: ‘I am bathing right now.")

c.#Ko'géro a-jahu kuri .
tomorrowAlsg-batherAsT

(Intended: ‘Tomorrow | am going to bathe.’)

However, as mentioned above, it is important to establigronty that a sentence in which par-
ticular forms co-occur is judged to be unacceptable, but asy it was judged to be so. Note,
for instance, that{7), which differs frorll(6¢) only in the ission ofkuri, is also judged to be
unacceptable (in contrasf] (6b) withdatri is judged to be acceptable).

(7) #Ko’géro a-jahu.
tomorrowAlsg-bathe

(Intended: ‘Tomorrow | will bathe.’)

(Bc) thus does not provide conclusive evidence kinatis incompatible with future temporal refer-
ence, since the unacceptability of that example may indieatlie to the incompatibility déo’@ro

‘tomorrow’ with a-jahu‘Alsg-bathe’.

Diagnostic #2: Contextually constrained temporal referege The second diagnostic relies on
the assumption that the context in which a clause is uttepedtrains its temporal reference, as
illustrated with the example ifk(2). Thus, if an uttered slaus judged to be acceptable in a
context that constrains the temporal reference of thearter to a particular time, this provides

evidence that the clause is compatible with that particiianporal reference. Unacceptability of
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the utterance in such a context can support the hypotheishth utterance is incompatible with
that particular temporal reference.

We can use this diagnostic to provide further evidence fertipothesis that the Standard
High German “present” tense verb restricts the temporalegice of the clause to a non-past time.
One way of contextually constraining the temporal refeeemican utterance is through a question
that utterance is intended to answer (as discussed in BBl but assertions can also be used to
constrain topic times (see e.g. examjald (10)). The answemranice is thus contextually restricted

to present or future temporal referencelih (8a), or to paspteal reference irL{8b).

(8) a. Context: What are you doing right now/tomorrow mog#n

Ich arbeite anmeinerDissertation.
| work.NPSTat my  thesis

‘I am / will be working on my thesis.’

b. Context: What did you do yesterday morning?

#lch arbeite anmeinerDissertation.
| work.NPSTat my  thesis

(Intended: ‘I worked on my thesis.’)

The observation that the answerslih (8a) are judged to betatide, but not that if8b), further
supports the hypothesis that the “present” tense formicesthe temporal reference of the clause
in which it occurs to non-past times.

We can also use this diagnostic to explore whether uttesasfc@uarani clauses witturi are
compatible with future temporal reference. The contexf@a) (restricts the temporal reference
of the answer to times that precede the utterance time,ast.tpmporal reference, whereas the
context in [®b) restricts it to future temporal referenceneTanswer utterance ifll (9c) is judged
to be acceptable in responseffb (9b), but not in respongéajo These observations support the

hypothesis thaf{9c) is compatible with future temporaérehcg but not past temporal reference.

8These data are also compatible, however, with the hypathestko’@ro ‘tomorrow’ temporally locates the even-
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The utterance irf{9d) differs from that id (9c) only in the #ideh of kuri. This utterance is judged
to be acceptable in response[ib (9a) but not in responke YoTBbse findings suggest that (9d) is

not compatible with future temporal reference, but onlyhwiaist temporal reference.

(9) a. Context 1: A music festival will take place tomorrowtive next town over. Yesterday,
| ran into Raul, who was very grumpy. Today, | ask his mothéthy was Raul so
grumpy yesterday?

b. Context 2: A music festival will take place tomorrow in thext town over. | discuss
with my friend how the organizers had to cancel a lot of actdif@ncial reasons. |

ask my friend:Who will still perform?

c. Raulo-purahéi-ta farra-ha-pe ko’éro.
Raul A3-sing-PROSPparty4 0c-at tomorrow

‘Raul will sing at the festival tomorrow.’

d. Raulo-purahéi-ta kuri farra-ha-pe ko’éro.
Raul A3-sing-PROSPPAST party41 Oc-at tomorrow

‘Raul was going to sing at the festival tomorrow.

[TT <UT; TT > ET, ET within tomorrow]

Note that, to make this argument abdut (9d), it was cruciabtablish not only that this example is
judged to be unacceptable in the contex{df (9b), and differa (@c) in this regard, but also that
the example is judged to be acceptable in some contextgigrammatical). Whaf{9d) conveys
in the context of[(Pa) is that, at the past topic time, Raulthadntention of singing at the festival;
the utterance implicates that the singing event will noetplkace. These examples thus provide

evidence that clauses wikluri are compatible only with past temporal referece.

tuality time (see the first pitfall discussed below). In actamce with this hypothesis, Tonhatiser (20111a,b) provides
evidence thatta‘PROSP s not a future tense, which temporally locates the topitetin the future of the evaluation
time, but a prospective aspect/modal, which temporallgtes the eventuality time in the future of the topic time.
9Although kuri ‘PAST restricts the temporal reference of the clauses it ocauystiis not a tense, given our
definition of tense, since it is not paradigmatic: Guardauses do not necessarily realize a temporal adverb (see

Tonhauser 2010, 2011a for discussion).
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Potential pitfalls One potential pitfall of diagnostic #1 is that temporallgdding adverbs may
temporally locate not only the topic time of the clause bsbats eventuality time. In{6c), for
instance ko’gro ‘tomorrow’ might also specify the time at which the event aithing will take
place (and this is the analysis advocated far in Tonhausker#0). Likewise, the temporal adverb
on Sundayn ([I0Q) temporally locates the event of Rick submitting lestework, whereas the topic

time is constrained by the preceding adverbial clausen | talked to him on Monday

(10) Rick had a homework due yesterday (Wednesday). Howexesn | talked to him on
Monday, he told me that he had submittedrit Sundayalready.

Thus, co-occurrence patterns with temporally locatingeals should ideally be complemented
with evidence from contextual reference restrictions.

Another potential pitfall is a too-limited application dig diagnostics, restricted to familiar
temporal adverbs and adverbial constructions. Given elesike [1), for instance, one might
presume that Guarani verbs inflected only for person/nurimb@mation are incompatible with
adverbs denoting future times. But exploration of a widemgeaof adverbs and adverbial con-
structions reveals that this conclusion is premature, s=udsed in Tonhauser (2011b).Mnl(11), for
example, the matrix clause contains the vafjoka‘l kill' and the temporal adverlko ka’aru‘this

afternoon’, which in the given context refers to the upcagrafternoon:

(11) Context: It's morning and the speaker is talking abogbase walking past her and the

addressee.

Ja'li-ta-re ko gansdko’gro, a-juka ko ka'art-pe.
Alpl.iNcL-eatPrROSPfor thisgoosetomorrowAlsg-kill this afternoon-at

‘Since we are going to eat this goose tomorrow, | will killhig afternoon.”  [(Tonhauser

2011h:260)

In sum, empirically sound generalizations about tempa@f@rence restrictions emerge from con-
sideration of a wide variety of examples in which contextemporal adverbs constrain temporal

reference.
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3.2 Temporal reference of subordinate clauses

Subordinate clauses also have temporal reference (farstism, see e.n. Enc 1987; Ogihara 1995;
Abuschi 1997 Gennari 2003; Kusumoto 2005; Kubettal. 2009;|Smirnova 2009). And since
expressions that constrain temporal reference may alsg atsubordinate clauses, a description
of temporal reference in a language is incomplete if onlyrmatauses are considered. One of
the ways in which tenses across languages differ is broughthubordinate clauses, including
clauses embedded under propositional attitude verbsiveetdauses and temporal adjunct clauses.
Some tenses am@solute which means that the evaluation time relative to which tbeystrain
the temporal location of the topic time is the utterance timgoth matrix and subordinate clauses.
Other tenses areelative, which means that the evaluation time relative to which tbegstrain
the topic time is the utterance time in matrix clauses butree tother than the utterance time in
subordinate clauses, typically the matrix clause eveityuahe.

The contrast between absolute and relative tenses isrdtest with the pair of examples in
(@2): both the English example ii{12a) and the Japanesem&am(I2b) convey, in the given
context, that Anna was sick at the past time of Ken’s repartthe English example, the verb in
the subordinate clause is marked with a past tense, whersasarked with a non-past tense in

the Japanese example.

(12) Adapted from Kubotat al. (2009:310)
Context: Anna was sick yesterday when Ken visited her. Imately after his visit, Ken

told Sandra: “Anna is sick.” Earlier today, Sandra told hetiner:

a. Ken said that Anna was sick.

b. Ken-wa Anna-ga byookida to it-ta. Japanese
Ken-Top AnnaNOM sick  beNPSTCOMPL sayPAST

‘Ken said that Anna was sick.’

This observation suggests either that the tenses in theamgubges do not have the same mean-

ings, or that the tenses have the same meanings but thataHartguages differ in their syntax-
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semantics interfaces (see the references above for profsooighe two proposals). On the former
proposal, one might argue that the English past tenden ($2m absolute tense, whereas the
Japanese non-past tenselinl (12b) is a relative tense.

The reading of[(12a) is sometimes referred to as a tempo@lBrlapping’ reading. This
reading is in contrast to a temporally ‘back-shifted’ reagdodf the same example in a different
context, which conveys that Anna was sick at a time prior ta’&€saying. In Japanese, the back-
shifted reading is realized with a (relative) past tensadmlement clause. The observation that,
in English, a past tensed complement clause embedded updst tensed matrix clause can lead
to a temporally overlapping and a back-shifted reading lees liaken by some as a motivation
for saying that English past tense is relative (like in Jgsah and that the two languages differ at
the syntax-semantics interface; specifically, with respeevhether a “Sequence of Tense” rule is
available (see references above).

To determine whether a tense is relative or absolute, it cessary to identify whether its
evaluation time in subordinate clauses is the utterance,tas can be argued for the English
example in[[(IRa), or whether it may be some other time, sudhasnatrix clause eventuality
time, as in the Japanese exampldid (12b). For a discusstovoiiifferent propositional attitude
verbs affect the temporal reference of the subordinateselaaee Smirnova (2009).

Another example of a subordinating construction that mégcatemporal reference is tem-
poral adjunct clauses withfter andbefore exemplified in[[IB). These two expressions convey a

temporal ordering between the eventualities describetidyratrix and the subordinate clauses.

(13) (Beaver and Condoralidi 2003:41)
a. Mozart died after he finished the Requiem.

b. Mozart died before he finished the Requiem.

Tenses also show intriguing behaviors in the antecedertsrafitionals. For example, as dis-

cussed in_Kaufmann (2005), the exampleln (14a) with thegmtetensed verkubmits is “only

felicitous under a special reading which includes an eldroércertainty’ or ‘scheduling™ (p.
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232f.), whereas “[t]his connotation is absent” when thauske realizes the antecedent of a condi-
tional, as in[Ikb). Conditional antecedents realized ikt tensed verbs give rise to counter-
factual interpretations, as illustrated [n15), the passed antecedent clause need not have past

temporal reference (see e.g. latridou 2000; Ippolito 2@d3lfscussion).

(14) (adapted frorn Kaufmarnn 2005:232)
a. Samsubmits his paper to a journal.

b. If Samsubmits his paper to a journal, we won't include it in our book.

(15) If youbought it tomorrow, you would get a discount.

The interpretation of tenses in conditionals shows thatagapions of temporal reference quickly

encroach on questions of modality and mood. We return tarhiger in sectiofils.

3.3 Tenseless languages and temporal reference in discoars

The observation that some languages make do without tenggheraes is entirely compatible
with what we have said above about the role tenses play intreamisig temporal reference: in
tenseless languages, temporal reference is constraitgtyaoptional temporal adverbials, con-
text and embedding constructions. In addition to Guadanguages that have been described as
tenseless and that have received tenseless analyseseintlidtek (Mayan, Bohnemeyer 2002,
2009) and Kalaallisut (Eskimo-Aleut, Bittnar 2005, 2018ee Matthewson’s (2006) analysis of
St’at'imcets (Salish) as a “superficially tenseless” laage.

As already mentioned in secti@nP.3, some syntactic and sierfeameworks conceive of all
languages as tensed, regardless of whether the languagenisas and a tensed analysis is em-
pirically motivated. In some Chomskyan frameworks, forrapée, the T(ense) node is obligatory
since the realization of subject noun phrases is intimaiedlto the specifier position of the Tense
Phrase that T projects (elg. Chomsky 1995). Likewise, utfteassumption that the meaning

of a tense is needed in order for a sentence to denote a ptiopdgi.g.. May 1991; Partee 1992,
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as discussed in von Fintel and Matthewson 2008:157), alesssknguage necessarily receives a
tensed analysis.

Even outside the confines of such syntactic and semanticefvanks, it has been proposed
that all languages receive tensed analyses. An argumeanvam bf such proposals is made on
the basis of observations about how utterances in tenseteasdless languages are interpreted
in discourse. Consider the discoursellnl (16), which contiegsthe events of Juan getting up,

bathing, and eating breakfast temporally occur in sequenmeafter the other.
(16) Juan got up. He bathed and he ate breakfast.

The temporal interpretation of the discourselid (16) is galheassumed to be due to the topic time
of a clause being anaphorically dependent on the topic tipesceding discourse (see €.g. Partee
1984;| Hinrichs 1986; Kamp and Reyle 1993). Some authoribaittr the context-dependency of
English utterances to (the past) tense, which is said to &etemic to the contextually salient topic
time (e.g/ Partee 1984). Other authors assume that thettopds introduced by the functional
category TI(Stowell 1996; Kratzer 1998). The observatiat trarrative discourses in tenseless
languages also exhibit temporal progression interpaatatias illustrated for Guarani in{17), is
then taken to provide evidence that such languages have ad that realizes (phonologically

empty) tenses (e.g. Matthew&on 2002) or introduces the tope.
(17) Context: What did Juan do last Sunday?

O-pu'a, o-jahu ha o-rambosa.
A3-get.upA3-batheand A3-breakfast

‘He got up, bathed and ate breakfast. (Tonhauser 2011h:264

But, as discussed In Ritter and Wiltschko (2004), it is natassary to assume that the topic time
is introduced by T. Shaer (2003), for example, argues thatiittroduced by the verb itself. For
Bohnemeyer((2009), the topic time of an utterance conestpiart of the interpretation of the

utterance, regardless of whether what was uttered was adensa tenseless sentence. Thus,
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depending on the theoretical framework assumed, it is plestd provide tenseless (and T-less)

analyses of tenseless languages.

3.4 Interim summary

In the neo-Reichenbachian framework, theoretical ternoh a8 ‘tense’ and ‘temporal reference’
receive precise definitions, and the framework can therebyesas a guide to identifying evidence
for a) whether a language has tenses, b) if it has tenses kivfuibdf tenses it has, c) temporal ref-
erence in matrix and subordinate clauses, and d) tempdeaéree in discourse. Thus, within this
framework, theoretically-informed meaning descriptisgh as “The so-called German ‘present’

tense is a non-past tense”, that are useful for cross-ktiguiomparison can be established.

4 Exploring aspectual reference

As with temporal reference, there are two questions a fielkderanight attempt to answer about
aspectual reference in the target language. First, how gamtigular aspectual reference be ex-
pressed in the language? And second, what constraints toybar expressions in the language
impose on aspectual reference?

In section B, we discussed four ways of constraining temipefarence: context, adverbials,
tenses, and subordinating constructions. Similarly, etsjéreference can be constrained by con-
text and by adverbial expressions, as well as by paradigrf@tins whose purpose is to convey
aspectual reference — that is, grammatical aspects. Addity, aspectual properties of the lexi-
cal content itself can play a role in restricting aspecteédnence. We first consider the effect of

grammatical aspects.
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4.1 Effects of grammatical aspects on aspectual reference

Grammatical aspects are grammaticalized ways of encodifeyeiht relationships between the
topic time (TT) and the eventuality time (ET). In the disdoaselow, we follow Comriel (1976) in
capitalizing names of grammatical aspects in particulaglages (while leaving types of aspectual
reference in lowercase).

An aspectual distinction that is commonly encoded morpiichlly is that betweeperfective
andimperfective aspectual reference. For the former, a common definitiomathe topic time

temporally includes the eventuality time:
(18) Perfective aspectual reference: E'IT

Pulaar (Atlantic) is one language that has grammaticatizietontrast.[(119) illustrates a Perfective-

marked Pulaar claugg.

(19) Hagki  Mariamdef- ii. [TT <UT; ETCTT,; TT is yesterday]
yesterdayMariamcook-PFV

‘Yesterday Mariam cooked.’

To establish thati is a perfective aspect, we need two kinds of evidence. Thddithat clauses
with -ii can be felicitously and truthfully used in contexts where éventuality time is included
in the topic time. [(I9), for instance, can be truthfully véiek in a context in which sometime
during the preceding day, Mariam cooked. The eventualitetis the time spanned by the event
of Mariam cooking, while the topic time is delimited by thevadb hapki ‘yesterday’. Thus the
eventuality time is indeed included within the topic time.

Compatibility with a context where the topic time includas eventuality time is aecessary

condition for perfective aspectual reference, but nsu#icientone. To ensure thaii entails

10Klein (1994) proposes a less restrictive version of peifiggt TSit AT TT (where Klein’s TSit is equivalent to
our ET andaT represents temporal overlap). On that analysis, it is ptes&r only the tail end (but not, according to
Klein, only the front end) of the eventuality time be inclalda the topic time.

1The Pulaar sentences were modified from examples in Fagefhialid (1988:248), then judged by three native

speakers as being truthful in the given contexts.
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perfective aspectual reference, we need negative evideaogely, we must establish that clauses
with -ii are not judged true in contexts where the eventuality time is noluked in the topic
time. IndeedMariam def-ii is not a possible response to a question like ‘When you wallkied
the house, what was Mariam doing?’ In that context, the ttipie is the moment at which the
addressee entered the house, and the questioner is askanddscription of an eventuality whose
time includesthe topic time. Because it can only be used when the evetyttatie is included in
the topic time-ii is a perfective aspect.

If, in contrast, a certain form requires that the eventydiihe include the topic time, then that
form entails imperfective aspectual reference. (See D86YRfor a more sophisticated, unified

analysis of imperfective aspectual reference.)
(20) Imperfective aspectual reference: TIET

Imperfective aspectual reference is commonly divided imto subtypes:progressiveand ha-
bitual (e.g.|Bybeeet al.[1994:151). To establish that a form is an imperfective aspbken, we
need to determine that it can have both progressive meanohgabitual meaning, depending on
context.

In Pulaar, a single Imperfective form can indeed realizgpssive or habitual aspectual refer-
ence. In[(2Il), the initial clause sets up the topic time asithe at which the speaker saw Mariam.
The sentence can be truthfully uttered if at that topic tiMariam had begun cooking but had not
yet finished — that is, the cooking event was in progress abibie time.

(21) Mi yiy-ii  Mariamomo def- a. [TT <UT; TT C ET]
1sgsee-PFV Mariam 3sgIMPF COOK-IMPF

‘| saw Mariam cooking.’ (Literally: ‘I saw Mariam [while] shiwas cooking.’)

One might hypothesize that an expression that realizesgssiye aspectual reference entails im-
perfective aspectual reference. To determine whetherythethesis is empirically adequate, one
needs a context that demands habitual aspectual refereneanring, roughly, that the eventuality

time spans not a single event, but a set of multiple eventseo$ame type, which together tempo-
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rally subsume the topic time. If the hypothesized impeifedctorm is acceptable in this context,
then the hypothesis is sustainable; if not, the form is mikeyl only a progressive aspecf._{22)

provides a relevant example for Pulaar.

(22) Context: The speaker is talking about a woman namedaviarBecause she is the only
woman of working age in the household, she is responsibledoking lunch and dinner

every day.

Omo def- a  handefof. [UT CTT; TT C ET]
3sgIMPF cook-IMPF day every

‘She cooks every day.

In this example, the topic time is not specified; instead itiplicitly assumed to be some interval
approximately equivalent to the time of utterance. (Theeablvevery day’ does not denote the
topic time, but instead specifies the frequency of individaking events.) Thus there is a span
of time during which a series of events occurs, each one smgiof Mariam cooking something;
this span of time is the eventuality time, and it includesttpec time. Since the same construction
that realized progressive aspectual referencélh (2ligesahabitual aspectual referencel[inl (22),
this construction appears to be an imperfective aspect.

Beyond inclusion, another temporal relationship betwédmntopic time and the eventuality
time is precedence. Aspects that entail that the evenguatie follows the topic time (T ET)
are calledprospective aspects, and those that entail that the eventuality timeepges the topic
time (ET < TT) are sometimes callgaerfect aspects. In English, prospective aspectual reference

is conveyed by thee going toconstruction, illustrated i (23).
(23) Max was going to watch a DVD tonight, but his DVD playeoke.

23) is true in a particular context if and only if the time ahish the DVD viewing had been
planned to take place follows the past topic time, perhapstithe at which Max decided on
his program for the evening. Thus, the eventuality timeoieli the topic time; this relationship

between the topic time and the eventuality time defines gaisfe aspectual reference.
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(24) Prospective aspectual reference: IET

Despite occasional assumptions to the contrary (e.g. Bgbddahl 1989, Dahl and Velupillai
2011),be going tas not a simple future tense, as attested by its ability tolmamwith auxiliaries
entailing at least past and present temporal reference Lasiisa was going to eat/is going to eat
(See_Schroeder 2011 for additional arguments to this effect

Like the Prospective, the English Perfect — which consiktstensechaveauxiliary followed
by a participle — is compatible with multiple kinds of tempbreference (e.d.ouisa had (already)
eaten/ has (already) eaten/ will have (already) eatdP3) exemplifies the Perfect aspect with past

tense.

(25) By the time | got to the station, my train had already.left [TT<UT,ET<TT]
Some researchers, including Klein (1994), define perfaut@sal reference as in{26).

(26) Perfect aspectual reference: ETTT

To establish how a language conveys the meaningin (26), eegsrto set up a context in which
the eventuality time ends before the topic time begins., @®)nstance, is felicitous and true in a
context where the speaker arrived at the train station a3, jput her train departed at 2:58 p.m.
The initial clause of[(26) sets up the time of the speakerisaras the topic time; the time of the
train’s departure is the eventuality time. In this contextere the eventuality time fully precedes
topic time, English uses the Perfect aspect.

The analysis in[{26) works well enough f@r{25), which illages theexistential reading of
the Perfect: by topic time, there has been an event of the'srgiaving. This analysis does not
properly capture other instances of the Perfect, howendB1), for example, the eventuality time
of the speaker living in Columbus does not precede the tapie + which A's question sets up as

a time interval surrounding the utterance time — but inctudled This reading of Perfect clauses

2Note that in[2F), we allow for the possibility of non-progeclusion of the topic time by the eventuality time —

i.e. the possibility that the topic time may be coextensiit@ the eventuality time. This prediction is validated b th
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is called theuniversal reading. (For discussions of different readings of the BhgPerfect, see

Kiparskyl2002 and Portrner 2003.)

(27) A: Where are you living these days?

B: llive in Columbus. Actually, I've lived there since 2001. [UT CTT; TT C ET]

Another problematic prediction of the analysis [nl(26) iattperfects should be unable to
combine with other aspects that entail different relatiops between the eventuality time and the
topic time. This prediction is wrong, as illustrated [n](28hich combines the Perfect with the

Progressive.
(28) The cat has been playing with that string for the lastehrours.

To address these problems with the Neo-Reichenbachiapsasad number of alternative ap-
proaches to the Perfect have been proposed. These iraludst relevancetheories (e.g. Inoue
1979, Moens and Steednian 1988, Binmick 1991:100+104, Bebak:1994:61, and Smith 1997:107)
andExtended Nowtheories (e.g. McCoaid 1978, Bennett and Partee 1978, 89| latridouet all
2003, Portnéer 2003).

The analysis in[(26) seems to be a better fit for what Bohnem@2@92) callsterminative
aspectin Yukatek, which contributes the information that the velet eventuality is terminated
at the topic time. In exampl€(R9), the clause that is markil the terminative aspeds’o’k
‘TERM’ implies that at the topic time, which is established by th#ial clause, the event of the

child’s dying has already terminated.

following twist on [25):
(i) On his seventh birthday, Michael moved to Michigan. Uphtat time, he had lived in Mississippi.

Here, the topic time for the second sentence is set up as Blistemtire lifetime from birth until his seventh birthday.
The sentence asserts that the state of Michael’s living ssldsippi endured from the time of his birth until he moved
to Michigan on his seventh birthday. Thus, the time of the hiel-living-in-Mississippi eventuality is coextensive

with the topic time.
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(29) K-u kK'uch-ul-o’b-e’,ts’o’k u  kim-il le chaampal-e’.
IMPF-A.3 arrivedNC-TOP TERM A.3 die-INC DEF small:child-D3
‘(By the time) they arrived, the baby had already died.’ (Betmeyer 2002:284)

In sum, a grammatical aspect is better analyzed as contriptérminative aspectual reference
than perfect aspectual reference if it does not allow fovensial readings.

The grammatical aspects discussed thus far map to fiveelitféinds of aspectual reference:
perfective, imperfective, prospective, perfect, and teative. Not every clause in every language
is marked morphosyntactically with a particular aspectnétbeless, as was illustrated in example
@), and as we will discuss further in sectlonl4.2 below, getause uttered in a given context has
some aspectual reference — just as finite clauses withosg taarking have a temporal reference
(see sectioh 313 above). A given language may have more er fgnammatical) aspects than the
five discussed above. It might, for instance, have separatggssive and habitual aspects, rather
than a general imperfective. On the other hand, for a paati@spectual reference in a particular
language, there may or may not be a grammatical aspect ttzalisahat aspectual reference.

Cross-linguistically, it is common for an expression to swain not only aspectual reference,
but also modal and/or temporal reference — i.e. to refer ssipdity/probability/necessity, or to
the relationship between the topic time and the utteramoe {or some other evaluation time).
We now illustrate some expressions that restrict a comioimatf aspectual, temporal, and modal

reference.
Aspectual/modal forms

Any time that an affirmative declarative clause that corstainertain expression does not entail full
realization of the eventuality it describes, that exp@ssnust be suspected to describe possible,
rather than actual, eventualities. The most famous casesistarguably theémperfective para-
dox. Many authors, starting with Dowty (1977, 1979), have ndted with some sentence pairs,
as in [30), the Past Progressive (a subtype of imperfeatntgils Simple Past (with a perfective

reading), but with others, like those In.{31), this entaifinelation does not hold.
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(30) a. Harry was flying on his broomstick.

b. Harry flew on his broomstick.
(31) a. Petuniawas knitting a sweater for Dudley.

b. Petunia knit a sweater for Dudley.

The imperfective paradox can be explored in other langubggsiring an imperfective or pro-
gressive sentence with its perfective equivalent, thamigsvhether the first entails the second.

This puzzle involves a property of clauses that we discusedtior 4B below — namely lexical
aspect. Specifically, a Past Progressive entails its SifPgde counterpart withctivities — which
describe only a process with no logical endpoint — but ndt atcomplishments- which describe
a process leading up to a logical endpoint (e.g. the existeha sweater i {31)).

To solve the paradox, many authors have argued for a modabaqim English Progressive
sentences entail that, at the topic time, an eventualitypbgan, and that, at a time in the future of
the topic time, this eventuality is likely to develop intoeoaf the type described by the sentence.
However, if the eventuality is an accomplishment, therevigmarantee that its logical endpoint is
ever reached in the actual world (so Petunia, for instaneg, mever complete the knitting of the
sweater). For analyses along these lines, the reader isa@fi® Dowty (1977, 1979), Landman
(1992), and Portner (1998).

Prospective aspectual reference, too, is commonly inteetvwith modal reference. The
modal properties of the English Prospectbagoing tg in particular, are clearest with past tem-
poral reference, where the construction implicates nafiz&tion of the eventuality (much like
the Guarani construction il(9d) in sectionl3.1). Usel0faj32or instance, implicates that the
speaker’s singing plans have been changed. Evidence thatotiirealization of the speaker’s
singing is only an implicature, not an entailment, comesfitbe fact that this inference can be

cancelled, as illustrated by the continuation[inl (32b).

(32) a. lwas going to sing at the opera yesterday.

b. Iwas going to sing at the opera yesterday, and, in facg!l di



30

The interpretation of(32b) and its Guarani counterpaf@d) provide further evidence that the
Englishbe going toconstruction and the Guarani suffia‘ PROSP encode a modal meaning in
addition to prospective aspectual reference GET). After all, if, e.g., [3Ra) only conveyed past
temporal prospective aspectual reference (where the topécis temporally located prior to the
utterance time, and the eventuality time temporally foldhe topic time but is temporally located
within the denotation oyesterday, then [32a) would entail that the speaker sang yesterdal. B
despite the possible continuation in}(320),1(32a) does mi@ileevent realization, as illustrated by
the fact that it can be continued with. but | couldn’t because | was si¢lnd likewise for the

Guarani counterpart, as discussed.in Tonh&user 2011a).
Aspectual/temporal forms

The (so-called) English bare Present tense restricts texhggderence to non-past topic times. But
the form’s meaning is not only tem@oral (contrary to whahigsne might suggest): in addition, it
imposes habitual aspectual refereneg33), for example, would be an appropriate way of talking

about Eleanor’s habitual behavior toward Brussels sprouts
(33) Eleanor eats Brussels sprouts.

Evidence that this verb form does not entail imperfectivyeeatual reference is that it is incom-
patible with a progressive interpretatiol:_{33) is unatakje in a context in which Eleanor is

gingerly nibbling at the first Brussels sprout she has ewsteth Thus, expressions that constrain

I3This verb form is compatible with other temporal and aspalateferences in so-called “historical present” or
“sportscaster’s present” uses (see Camrie 1985:37 fouséson) and in news headlines that assert the occurrence of

an eventin the recent past:

(i) McCain Says Decree by Egypt's Mursi Is ‘UnacceptablBlopmberg News, November 27, 2012)
Context: Headline of a story about a statement that SenalorNlcCain made in reaction to a decree by Pres-
ident Mursi of Egypt. (http://www.bloomberg.com/newsI2011-25/mccain-says-decree-by-egypt-s-mursi-

is-unacceptable-.html)
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both temporal and aspectual reference constrain both thgore between the topic time and the
eventuality time, and between the topic time and the evalndime.
Expressions can also simultaneously constrain tempaspéciual and modal reference. For

discussion, see e.g. Cipria and Roberts (2C000), Ippol@642, and Hacquard (2006).

4.2 Effects of context and adverbials on aspectual refererc

Context can also constrain aspectual reference, eithedditi@n to or in place of overt aspect
markers. We can see this effect with the English simple p&seterite”), which lacks aspectual
marking and can receive both a perfective and an imperieatiterpretation. In the context of
As utterance in[(34a), B's statement receives a perfedtiterpretation: B biked to school, and
the riding-to-school event was fully contained within theeydf utterance. In the context of A's
utterance inl(34b), however, the same statement receivasial interpretation: riding-to-school

events recurred regularly.

(34) a. A: Whatdid you do for exercise today?
B: 1 biked to school.
b. A: Igotmy first car when I turned 16. After that, | drove tdsol every day.

B: I never had a car in high school. | biked to school.

Aspectual reference can also be constrained by adverbralsnglish, different types of ad-
verbial clauses (e.g. a time measure phrase precedéat bg. in) restrict aspectual reference in
different ways. Hencé&llen played the sonat@ceives a perfective interpretation [n}35a) — since

the sonata is completed within the hour-long topic time —dutimperfective interpretation in
@3b).
(35) a. Ellenrehearsed the sonata in an hour.

Interpretation: Within a time interval lasting one hourldal played the entire sonata

from beginning to end. The sonata cannot be more than onddrg(at Ellen’s pace).
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b. Ellen rehearsed the sonata for an hour.
Interpretation: Within a time interval lasting one houreal played part(s) of the

sonata. The entire sonata may or may not be more than onedrayr |

If context or an adverbial constrains the temporal relatietween the topic time and the even-
tuality time for a particular clause, and an aspectual magkacceptable in that clause, then we
can conclude that that aspect is compatible with the asgle@ference required by the context or
the adverbial. In the Badiaranke example[inl (36), for exampbntext and the adverbial clause

together require a perfective interpretation.

(36) Context: Aamadu and Binta began writing a letter at =08 finished writing the letter at

2:00.

birt 1:00ha: 2:00safine- b5 de le:tar.
sincel:00until 2:00write- 3pl AFF.DECL letter

‘Between 1:00 and 2:00, they wrote a letter.’

The sentence ir.(B6) contains a verbal steafig- ‘Write’), followed by a subject agreement
suffix (-bs ‘3pl’), followed by a particle,de, that appears in affirmative declarative clauses. From
the acceptability of the construction in the given contesd,can conclude that the construction is
compatible with perfective aspectual referentel (3@piacceptable, however, in a context where
the letter-writing began before 1:00 and ended after 2:6Ghe construction is not compatible

with imperfective aspectual reference.

4.3 Effects of lexical aspect on aspectual reference

In 38), only a (past) perfective interpretation is avaiafor safigo-bs de le:tar ‘they wrote a
letter’. The same is true of the examples[inl (F7)}(38), wieistploy the same construction (verb +
subject agreementde): (31) is not appropriate if Mari is still laughing, ardld{3&)nnot be uttered

truthfully until the stick-breaking is done.

14The p] after [safiy] in (B8) is epenthetic.
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(37) Context: Mari, a child, has just laughed after catclsigt of the household cat. She is

no longer laughing.

Maridas- 5 de.
Mari laugh-3sgAFF.DECL

‘Mari laughed.’

(38) Context: The speaker has just seen a video in which apersaps a wooden stick in half.

kutt- 5 dokosé de.
break-3sgstick DET AFF.DECL

‘He broke the stick.’

In 34)-(38), as in[(36), the construction in question diéss events completed during a topic time
in the immediate past. IE{BI)-(40), however, the same coctsbn receives a present imperfective
interpretation: the states described are ongoing at thie tope, which here overlaps with the
utterance time. [(39) is a claim about the way most Africark lm general, including at the

utterance time{{40) is an exchange about B’s current sfdteaith.

(39) ba: Afrik bajp- bS de.
people.ofAfrica be.black-3pl AFF.DECL
‘Africans are black. (Covern2010:67)

(40) Context: The speakers are exchanging greetings.

A: kédan- ir de ba? B: ha: kédan- 5 de.
be.healthy2sgAFF.DECL Q yesbe.healthydsgAFF.DECL
‘Are you healthy?’ ‘Yes, I'm healthy.

The data in[(36)E(40) pose a puzzle: Is there any semantaepiypshared by (36]-(88), but not by
39)-(40), that correlates with the observed divide in atyed reference?

The key difference is that the sentencedld (86)-(38) desenients while those in[(3P)K40)
describestates States are eventualities that are essentially unchangmginguistic (not evolu-

tionary) purposes, the skin color of Africans is a stablepprty; while the state if{40) is more
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ephemeral, B’s physical condition is fundamentally the satrany point during the time that s/he
is healthy. Events, in contrast, evolve over time: différ®unds are emitted during the laughing
event, the stick changes from unbroken to broken througbrbeking event, and so on.

The state-event distinction belongs to the domaitewical aspect also known as Aktionsart,
propositional aspect (Verkuyl 1993), or situation type {{Bd997). None of the commonly used
terms are quite idealAktionsartoveremphasized “actions,” to the exclusion of other evalitiu
types; lexical aspectwrongly suggests that the property in question pertaing tmindividual
lexical items, and cannot emerge compositionglgpositional aspectjoes to the other extreme
by implying that only full propositions have the propergftuation typeuses the ternsituation
which means something different in formal semantics, terréd eventualities. We will use the
term “lexical aspect,” while noting that the domain of thioperty is not limited to individual
lexical items. Rather, the word “lexical” here means thatdkpectual properties in question arise
from lexical items (in the absence of tenses and grammatgctspnd the ways they combine
— that is, lexical aspect is compositional. “Lexical aspstands in contrast to the “grammatical
aspects” discussed above (perfective, imperfective), etc.

The idea of lexical aspect is that tlexical contentof a sentence bears some inherent aspectual
properties, distinct from those introduced by grammatisglect. The lexical content, sometimes
called the “untensed proposition” of a sentence, is the aimeontent contributed by the lexical
items themselves, what is left when the tense and gramrhasp&ct are stripped away (Klzin
1994:1-12). As with lexical aspect, lexical content is agaxy not only of isolated lexemes,
but also of their combination. Thus in a sentence lika squished a byghe lexical content
describes a Jim-squishing-a-bug eventuality; the gramcalatomponent contributes the temporal
and aspectual information. Similarly, ih-(41a.i) belowe s on lovesis not part of the lexical
content, since it marks present temporal reference; thedegontent of the sentence isMary

love cupcakes, which describes a Mary-loving-cupcakes eventuéiity.

15we follow|Kleir (1994) in using angled brackets to distirgjulexical content from fully inflected sentences.
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Five lexical aspect categories are typically recognizedhelystates, activities, accomplish-
ments, achievementsandsemelfactives (All the types that are not states — i.e. activities, accom-
plishments, achievements, and semelfactive — are evelbtgy)ish sentences exemplifying each
are given in[{4i).

(41) Sentences illustrating different kinds of lexical esip
a. States:
I. Mary loves cupcakes.
ii. Millicent was happy.
b. Activities:
i. The monkey danced.
ii. Mildred and George were chatting animatedly on the phone
c. Accomplishments:
I. The children are building a sandcastle at the beach.
ii. This bridge freezes over in the winter.
d. Achievements:
I. My train will arrive at 2:13.
ii. Wilfred’s pet tarantula died.
e. Semelfactives:
i. He knocked once, loudly.
ii. Nancy blinked innocently.
See Bar-El (this volume) for an in-depth discussion of lak&spectual classes and their cross-
linguistic properties.
As we saw in [[3B)E40), lexical aspect sometimes constragpectual reference. So does

grammatical aspect, as discussed in se¢fioh 4.1. Thesenflwerices are not independent of one

another: in English, as in Badiaranke, the meaning and evegp#ability of a given grammatical



36

aspect is often dependent on lexical aspect. The Englistr&ssive, for instance, is frequently
claimed to be incompatible with stative lexical contentg (&Kim is knowing Frenchsee e.g.
Vendler 1957, Comrie 1976). To evaluate this claim, we neanldate, and assess the meaning of,
Progressive-marked sentences in which the lexical comgestative. The examples il {42) meet

this description.

(42) a. You're being ridiculous.

b. I'm loving this veggie burger.

The two sentences il (#2) are judged grammatical by nataksys.[(4da) can be aptly addressed
to someone who is exhibiting ridiculous behavior, whettrarat s/he is ridiculous in general, and
#20) can be said while consuming a delicious burger. It tgude right, then, that stative lexical
contents disallow Progressive aspect. A better charaaten, suggested by the data Inl(42),
is that the Progressive coerces statives into the readatghle states are time-delimited and/or
manifested in some specific behavior (cf. Michaelis 2003).

Similarly, aspectual coercion occurs when the Progressigars with a semelfactive predicate,
forcing the lexical aspect to shift to an activity made up ofltiple occurrences of the semelfactive.

In @3), the only reading is that at the moment when Kelly woggea series of knocks was ongoing.
(43) Kelly woke up with a start. Someone was knocking loudlgha door.

While in Badiaranke the distinction between stativity anversivity is key for aspectual in-
terpretation, Bohnemeyer and Swift (2004) argue that inestanguages, a similar divide exists
betweertelic andatelic sentencesTelicity is the property of having an inherent logical endpoint
(e.g. the logical endpoint of the lexical contentg®wen run three miles is the three-mile mark;
the logical endpoint fox The mirror shatter suddentyis a transition from an intact mirror to
a broken one). According 1o Bohnemeyer and Swift (2004), émn@n, Russian, and Inuktitut,
clauses unmarked for aspect receive a perfective intatpyatby default when their composi-
tionally derived lexical content is telic, but an imperfeetinterpretation when it is atelic. In the

Inuktitut data in [4%), taken from Bohnemeyer and Swift (2@®7), neither clause is marked for
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aspect or tense; the telic sentenced (44a) receives a @dsttive reading, while the atelic one
in @4b) receives a present imperfective reading (the walks ongoing at a topic time including

the utterance time) in an out-of-the-blue context.

(44) a. ani- juq.

g0.0ut-PAR.3SE
‘S/he went ou [ETCTT, TT < UT]
b. pisuk-juqg.

walk- PAR.3sg

‘S/he is walking.’ [TT CET,UTCTT]

Due to the ability of lexical aspect to affect aspectual negfiee, one cannot generalize about
the aspectual reference of particular forms on the baskeahieaning of a small, random selection
of sentences; instead, exploring the aspectual referers@me construction necessitates consid-
eration of a systematic array of sentences representitgpaié of lexical aspect. (This systematic
array need not be presented in a boring mannel; seel Lowse/dhime.)

In seeking to explore the full range of lexical aspects, legp-specific diagnostics for lexical
aspect must be applied — language-specific, because celdasic tests for English, such as the
for an hour/ in an houttest for telicity (Vendler 1967, e.g.; sde135) above), sinfail in other
languages (including Badiaranke, which lacks the prejositto express this distinction). Mean-
while, diagnostics that work for other languages might well work for English. Badiaranke is
just one of many African languages in which a single consimagets, by default, a past perfective
interpretation when the lexical content is eventive, butesent imperfective interpretation when
the lexical content is stative (as we saw [Inl(36)}H(40)). Weatn(19783) calls such constructions
“factatives.” In such languages, a lexical content whoa&sty is unclear can be tested by plac-
ing it in the construction in question, then checking whetivenot the clause can be understood as

a statement about an eventuality that is ongoing at spemeh ti

16The “participial” is “the standard indicative mood in [thidialect of Inuktitut]” (Bohnemeyer and Swift

2004:267).
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Crucially, when a sentence is translated to another largyuegical aspect might well change.
To figure out the aspectual properties of a particular léxg¢oatent in the target language, we
can begin with reasonabigorking assumptions based on what we know about other languages,
while remaining open to the possibility that these assuomgtare wrong. These working assump-
tions will help us develop language-specific diagnosticddrical aspect; at the same time, the
language-specific diagnostics help us to test the workiagraptions. In Badiaranke, for instance,
the above generalization about factative meaning emergesd consideration of a large number
of simple sentences with different predicates. In simplaesgces including only the predicate,
subject agreement, antk, predicates including those ia{45) all behave like thos¢3g)-(40)

with respect to their temporal and aspectual interpratétio

(45) ka-dzinn-e ‘be red’, ka-ninana:-e ‘be happy’, ka-kab-e ‘know’, ka-lafipie:n-e ‘want’, ka-

ro:m-e ‘be short'. ..

In contrast, predicates including those inl(46) trigger st meerfective reading in the same con-

struction:

(46) ka-kam-e ‘dance’, ka-se:t-e ‘talk’, ka-waj-n-e velo ‘repair a bike’,ka-rodd-e pa:ds ‘build a

room’, ka-nij-e ka:s ‘break a glass’ka-wub-e ‘cough’, ka-peredsz-e ‘blink’. ..

All the predicates in[{45) denote properties that remaiblstbor some non-momentary interval —
i.e states; those ifi.{#6), in contrast, denote eventustitiat inherently involve change, i.e. events.
With exposure only to the predicates [nX46)1(46), then, wealad hypothesize that the difference
in temporal and aspectual interpretation correlates wilffarence between stative and eventive
lexical contents. (This hypothesis would be disprovenaf,ifstance, other predicates turned out
to meet the semantic requirements for eventivity, yet k&zba present imperfective interpretation

in this construction.)

1'The Badiaranke predicates are given here in the infinitahf there is no morphological equivalent to English

bare stems.
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Armed with this working hypothesis, we could use the cortitom in question to determine
the aspectual class of a lexical content whose categaiz&iuncertain. For instance, it is not
immediately obvious how Badiaranke will categorize a praté like ka-datta:-e, which means
‘sleep’. In English, the verbal form (as opposed to the adjacform asleep is treated as an
activity: (@4a), but notl{47b), can felicitously and truillf be used to assert that at the utterance

time, the children are not awake.

(47) a. The children are sleeping.

b. #The children sleep.

The question is, when it is placed into the factative comsiton, as in[[4B), can the Badiaranke
counterpart ogleepreceive a present imperfective interpretation, or not?

(48) bepoise pa datta- b3 de.
childrenDET sleep-3pl AFF.DECL

‘The children are asleep.’

The answer is “yes™:[{48) can be felicitously and truthfullsed to assert that a group of children
is asleep at the utterance time. Thus we can conclude th&atliaranke verhiatta:- ‘sleep’ is
stative, unlike its English verbal counterpart.

This process of making hypotheses about how different &x@spectual classes behave, and
figuring out which aspectual class a particular lexical eahtexemplifies, is not a linear one.
Instead, there is a constant feedback loop: both the hypeshabout diagnostics for different
aspectual classes, and the conclusions about the aspeletssilof a particular lexical content,
inform one another and are subject to chamje.

Thus far, we have treated lexical aspect as a property afdegontent. Separating the lexical
content from the sentence in which it appears allows us todahbut the effect of grammatical
aspects on different types of lexical content. The effe@®roigressive aspect on statives, agim (42)

above, and the imperfective paradox illustratedd (Bd)}¢8e cases in point.

18we thank Lisa Matthewson for helping to clarify this point.
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Lexical content is not, however, the only level at which a$pal classes can be defined. As
pointed out by Dowlyi(1986), it is equally important to catesi the aspectual properties of entire
sentenceffully inflected with tense and aspect). Dowty uses the sammeihology — states, activi-
ties, and accomplishments/achieven@%s do treatments based on lexical content, but defines
them at the sentence level. He defines aspectual classeg@fises on the basis of teabinterval
property: if a sentence is true at an intervait is a state if it is also true at all subintervalsipén
activity if it is true at subintervals afdown to a certain size, and an accomplishment/achievement
if is true at no subinterval df (Dowty1986:42).

From the perspective of Dowty (1986), Progressive senteaieeinherently stative (also Smith
1997): all Progressive-marked sentences adhere to tlgestriversion of the subinterval prop-
erty (i.e. they are true at any instant during the intervaklich they are tru Thus [41b.ii)
and [41Lk.i), which were classified above as containing igtiand accomplishment-type lexical
content respectively, are both stative at the sentential

This analysis accounts for certain similarities betweaygRessive sentences (derived statives)
and sentences whose lexical content is stative (lexicaves). Neither Progressive sentences nor
non-Progressive stative sentences move the topic timeafdrim time, unlike eventive sentences
with perfective aspectual reference (see the discussisadtion3.B). In[{49a), for instance, the
topic time for He shuddereds understood to be later than that Afsnake fell on himso that

the shuddering event is understood to follow the snak@&tpkvent. In[[49b), the second clause

9Dowty (1986:42-3) treats accomplishments and achievesraana single aspectual class of ‘telic’ sentences
20Jiirgen Bohnemeyer (p.c.) brings to our attention the dit@nof whether imperfectives and progressives are
inherently stative, or whether instead statives are inftgramperfective. There certainly are such things as perfes
of statives, as ihwas happy today from 2 p.m. to 4 p.m., but depressed thefrtds tme- but the inherent stativity of
imperfectives or imperfectivity of statives is a thornyuss The solution to this chicken-and-egg problem will depen
on a number of theoretical assumptions about aspect — imgjude extent to which grammatical and lexical aspect
should be separated at all — and we will not be able to resblrditemma here. The reader is referred to Sasse(2002)

for a very thorough discussion of the divergent perspestirethis issue.
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is a lexical stative and, if.{4Pc), it is a derived (progrespstative. In both of these examples,
the shuddering events are understood to temporally ovesitathe eventualities described in the

preceding clauses, rather than following them.
(49) a. Indiana Jones opened his eyes. A snake fell down onHiénshuddered.
b. Indiana Jones opened his eyes. The pit he was in was fulleddes. He shuddered.
c. Indiana Jones opened his eyes. Snakes were falling dowimorHe shuddered.

A similar stative property holds of Perfect sentences[),(5diana Jones is still awake (in the

result state of having woken up) when he shudders.

(50) Indiana Jones opened his eyes. He had awoken from amaghtabout snakes. He shud-

dered.

Thus, depending on one’s research focus, it can be impaxaiobk both at the aspectual

properties of the lexical content itself, and of the aspaatiass of the fully inflected sentence.

4.4 Summary

We have seen in this section that aspectual reference magnisérained by context or by adver-
bials. It is also possible for aspectual reference to anysddfault from lexical content. And of
course, languages have dedicated aspects, and/or contbiredaspect/modal forms. Note that
although we have attempted to isolate these factors foityclalr exposition, in many examples

aspectual reference will be constrained by some combmétiereof.

5 The linguistic realization of future discourse

This section is concerned with ways in which languages atloew speakers to talk about the
future. We refer to this afuture discourse, i.e. discourse about eventualities that are temporally
located in the future of the utterance time (LTET). Future discourse may be realized through

future temporal reference (U TT), as discussed below, but is distinct from it.
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It is well established that across languagest discourse(ET < UT), i.e. discourse about
eventualities that are temporally located in the past olutiherance time, can be realized through
past temporal reference, as discussed in seLtion 3, thrigugbent or past temporal) perfect as-
pectual reference, as discusseflin 4, or through a combmtitereof (e.g. past temporal perfect
aspectual reference). In contrast to past discourse efutigicourse is intimately connected with
modality since the future, in contrast to the past, is negdgainknown and indeterminate. As a
consequence, future discourse is inherently modal, inghsesof being about possible worlds that
characterize ways in which the world may develop. We havestodveful, however, to distinguish
the inherent modality of future discourse from the meangugked by natural language expressions
used to realize future discourse: despite the modal natdueuse discourse, linguistic expressions

used to realize future discourse need not themselves haeelal komponent to their semantics.

5.1 Grammatical aspects that realize future discourse

As discussed above, prospective aspect markers in cornrinaith present temporal reference
realize future discourse by temporally locating the evalitutime in the future of the (present)
topic time (TT< ET). The English and Guarani prospective aspect markeesdmodal meaning
component in addition to the aspectual one, since evehtuadlization is not entailed even when
the eventuality time is temporally located prior to the tdtee time, as in exampldg (9) aadl(32b).
Another example of a prospective aspect is Scottish Gagtlol a, according to Reed (2012).
As shown in[(Blla)a’ dol a is compatible with past, present and future tense, whiclpaeiip the
hypothesis that it does not constrain the temporal reldi&iween the topic and the utterance time
(i.e. is not a tense). That dol a requires the topic time to precede the eventuality time {ngak
it a prospective aspect), is illustrated In(b1b), wheredhl acceptable reading is that ‘noon’

delimits the topic time, placing it in the past of the utteramnime.
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(51) (Reed 2012:6)

a. Bha/tha/bithidh Caluma dol a phosadh Mairi.
bepPAsT/bePRESbeFUT Caluma’ dol a marryPAR Mairi

‘Calum was/is/will be going to marry Mairi.’

b. Aig meadhon-lathbha Caluma dol a phosadh Mairi, achaiguair gabh
at mid-day bepPAST Caluma’ dol a marryPAR Mairi but at hourtakePAST

e an t-eagal.
3sgMASC the.sgMAScC fear

‘At noon Calum was going to marry Mairi, but at 1 he got scdred.(Reed 2012:16)

The prospective aspect is not the only aspect that can betaisedlize future discourse cross-
linguistically. In Badiaranke, statements about futunegs require the same aspectual/modal con-
struction that is used to express imperfective aspecttereece (progressive and habitual); Cover
(2010,.20111) calls this the Imperfective construction. iBeghke Imperfective clauses consist, at
minimum, of a verb stem preceded by an aspectually-com#iticsubject agreement prefix. In
&32), the (bold-faced) Imperfective-marked clause asskdt the singing eventuality is ongoing at
the topic time (progressive aspectual reference]_1h {@®)ijng events recur regularly throughout
the topic time (habitual aspectual reference). Bullid (84@,singing eventuality is predicted to
occurwithin a future topic time (perfective aspectual reference, tutamporal reference). Note
that although this construction is called Imperfectivee #ispectual reference ¢f{54) is in fact

perfective (the running event will not take up the entiré¢dpne denoted by ‘tomorrow’).

(52) Context: A child walked home from school, singing ak thay. The speaker caught sight

of the child as she walked along.

dze:ns- mana de mpo- tfimo (porane).
see- 1sQg.3SQAFF.DECL 3sgIMPF- sing going

‘| saw her singing (as she went along).’

(53) Context: The conversation takes place in 2006. In 20@lspeaker visited the north of

Senegal, known as the Fuuta. During her stay, it rained omeeed&.
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pairo pe:s u- jak- akd fe Fuutawé loxka wo: mpi- dzafa
two.years.agoiMLZ.SG- be- PAST.1sgP FuutaDET weekevery3sgIMPF- rain
de pakka.

AFF.DECL one
‘“Two years ago when | was in the Fuuta, every week it used toaace.

(54) Context: A certain individual is planning to run two eslthe next day.

kupia kilome:tr ma:e mpo- kar.
tomorrowkilometertwo 3sgIMPF- run

‘Tomorrow it's two kilometers he’ll run.

Use of a single form — optionally or obligatorily — for impedtive aspectual reference and
future temporal reference is also attested in other West&irlanguages, including Pulaar, Wolof
(Nussbaunet al. 11970:360), Balanta (Fudeman 1999:94), Kisi (Tucker Chpds) and Mani
(Tucker Childs p.c.). Indeed, as observed by e.g. Dowty 11@nd| Copley|(2002), even the

English Progressive has a futurate use:

(55) Context: The speaker has just been asked to go to a naigieh the evening and is now

scrambling for an excuse to decline.
Sorry, | can’t — I'm washing my hair tonight.

See e.gl._Bohnemeyer (2002:ch. 6.2.2) and Bltther (20053 fdiscussion of aspect/modal

markers in Yukatek and Kalaallisut, respectively, that ezalize future discourse.

5.2 Mood and modality can realize future discourse

As discussed in Bittner (2005), one strategy for realizuntgrfe discourse in Kalaallisut is through
mood-marking expressions that convey that the speech aceiguest or wish:

(56) Qimmi-tnirukkarniar-tigik .
dogPL feed-pleasempr.1pl.3pl

‘Let us feed the dogs, OK?’ (Bittnel12005:353)
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Expressions that encode modal meanings can also convewg filiscourse, as illustrated with
the Guarani examples ib{57) with the existential moda ‘MIGHT'. The time of the raining
eventuality described i {b7a) is temporally located witthie denotation oko’&ro ‘tomorrow’,
i.e. in the future of the utterance time. The example contegsthis eventuality is an epistemic
possibility from the perspective of the utterance time. t&eces with-ne‘MIGHT’ are merely
compatible with an interpretation in which the eventualitge temporally follows the utterance
time. That they do not entail such an interpretation is iated with [5¥b), in which the eventuality

time temporally overlaps with the utterance time.

(57) Adapted from Tonhauser (2011a:210)

a. Koéro o0-ky-ne
tomorrowA3-rain-MIGHT

‘It might rain tomorrow.’

b. Context: A family is discussing who might be disrespddiiithem. The father says

to the daughter:

Nderei-kuaane, chememby!
you A2sg-knowMIGHT my child

‘You might know, my child?

For discussions of the interaction between modality angteality see e.d. Thomasaon (1984,
2007),. Condoravdi (2002), Kaufmann (2005), Kaufmanal. (2006), Hacquard (2010) and ref-

erences therein.

5.3 Future tense

In language description, an expression that is used tozeedlliture discourse is often called
a “future tense” or, simply, a “future”. For instance, in tBiarani grammar tradition (e.qg.
Gregores and Suaréz 1967; Liuzzi and Kirtchuk 1989; Zeai@00?2), the suffixta ‘PROSP is

typically considered a future (tense). But, as the disaussin the preceding sections have made
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clear, not every expression that realizes future discograefuture tense, i.e. an expression that
restricts the temporal location of the topic time to timest flollow the utterance time.

To determine whether a linguistic form is a future tensegé#das to be established whether use
of that form entails that the topic time follows the utteranione. To distinguish, for instance,
between a future tense (UX TT) and a prospective aspect (KT ET), the acceptability of the
form in a context in which one of these conditions is met bet dther one is not needs to be
explored. We expect that a future tense should be acceptabtntexts in which the topic time
follows the utterance time, even if the eventuality timegloet follow the topic time (but instead
includesiit, orisincluded in it). On the other hand, we expleat a prospective aspect is acceptable
in contexts in which the eventuality time follows the togimé, even if the topic time precedes or
includes the utterance time. With respect to Guaraaiexamples like[{9d) in the context ¢fl (9b)
provide evidence that this linguistic form is a prospectmspect, since€]9d) is acceptable even
when the topic time precedes the utterance time, as longeavtntuality time temporally follows
the topic time. If[®d) had not been grammatical, or had nentacceptable in the context ff (9b),
—tawould remain as a candidate for a future tense.

While it is possible to show that a form ot a future tense, but instead is e.g. a grammatical
aspect, it is more challenging to be certain that a farenfuture tense. One difficulty in identifying
whether there are future tenses is that it is still an opestiprehow to characterize this meaning
category (see also Conitie 1989). Wheteas Yavas (1982hstance, maintains that a future tense
should be able to occur in all clauses that have future teahpeference, Bohnemeyer (2000)
points out that many languages have designated modal rsdhiegrconvey that a future eventuality
is epistemically possible, an obligation, a desire, a wisa prediction. He argues that it may be
implausible to expect a future tense to occur in clausesrt#@dize future discourse with these
modal attitudes: the existence of designated modal express the language may simply block
the occurrence of the future tense in such clauses.

Another point of contention concerns the question of whedshieiture tense should only con-

strain the temporal relation between the topic time and tterance time, or whether it may also
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convey a modal meaning (and which modal meanings it may gdn@®me researchers argue that
future temporal reference is a necessary but not a sufficemdition for future tenses (e.g._Eng¢
1996;| Kaufmann 2005). Given that future discourse, and édietgo future temporal reference,
is inherently non-factual, and given that non-factual €g8ses are accompanied by a modal atti-
tude, it is unclear whether “pure” future tenses exist, oethibr a future tense should always be
expected to contribute a modal meaning as well. We agreeQ@uithrie (1985) that whether there
are languages with pure future tenses can only be answerethéobasis of the investigation of
grammatical expressions of future time reference acrossrbar of languages” (p.44). That this
is not a trivial task is evidenced by the fact that no consefigs been reached even for the En-
glish auxiliarywill, which has been analyzed as a future tense that also encodedityn(e.gl Enc
1996; Kaufmann 2005), as a future tense that does not encodality (e.g! Kissine 2008) and
as a modal marker that does not (necessarily) entail fuamgaoral reference (e.g. Werrier 2006,
Klecha to appear). These authors’ papers provide a plethfguainters to the kind of evidence
that can be brought to bear on the question of whether a pltiinguistic form in the language

under investigation is a future tense, or at least whethehaw it differs from Englistwill.

6 Requirements for theoretically-informed meaning descmptions

In this paper, we have argued that theory can guide fieldwarkneaning, that theoretically-
informed fieldwork can result in more comprehensive meadasgriptions, and that theoretically-
informed descriptions are instrumental to improving the®of meaning, and to uncovering lan-
guage universals and variation. By taking into account wteaalready know about how linguistic
forms map to meanings and vice versa, theoretically-inéatmescriptive work makes it possible
to see how a newly-described language expands that knogledg
We end the paper by pointing to specific qualities that entidderetically-informed meaning

descriptions to contribute to the assessment and develdpohéheories of meaning and to the

study of cross-linguistic universals and variation. In #périt of IBird and Simons. (2003), who
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recommend best practices for maximizing the long-termilisabf language documentation, we
present five requirements for meaning descriptions. Theg@inements must be met in order to
maximize a description’s potential for contributing to tesessment of theories of meaning, and

to our understanding of the cross-linguistic mapping betwferm and meaning.

(58) Requirements for fieldwork-based, theoretically-informed descriptions of meaning
a. The description should be based on well-defined meantegaaes.
b. The description should be based on semantic data.
c. The description should be based on positive and negatigierece.
d. The description should maximize replicability.

e. The description should maximize generalizability.

In the following, we discuss each requirement in turn.

(E8a) The description should be based on well-defined meamjrtategories.

A meaning category (such as ‘tense’ or ‘aspect’) is well+tdiif the definition makes predictions
about how an expression that encodes that meaning is digtdbn the language (e.g. which
other expressions it can(not) co-occur with) and which Gbations the expression makes to the
meanings of sentences in which it occurs. An examples of suifficiently precise definition is
Comrie’s (1985:9) definition of tense as “grammaticalizeg@ression of location in time” (see
footnote[B). See Tonhauser (2008) for a discussion of theitapce of basing descriptions on
well-defined meaning categories.

Descriptions that use terms such as ‘past tense’ or ‘imptvée aspect’ without providing
definitions for the terms are unsatisfying, since such texamsbe defined in a variety of ways. If,
for instance, a description discusses a ‘perfective aspttiout defining it, readers will, at best,
be unsure about the meaning of the perfective in this langaagl, at worst, they will assume
the meaning of some better-known perfective. The need &arclanguage-specific explanation

of category labels is especially strong if the meaning offtimen for which a label is used differs
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from the meaning that the label is typically used for (as ddig Haspelmath 2010b.) It is for this
reason that in sectidn®.1, we took care to state how the mgarfithe Badiaranke Imperfective

differs from that of more familiar imperfective aspects.

(&8b) The description should be based on semantic data.

Data relevant to semantic/pragmatic theorizing consisenftences uttered in a specific context
and a judgment of the acceptability/truth of the utteredesgee in that context by a native speaker
(see also Matthewson 2004:371). These data may be colldctadyh a variety of methods: judg-
ment elicitation is suitable for obtaining both positivalaregative evidence (df.b8c), but positive
evidence can also be obtained from written or spoken corfvangch can be assumed to contain
only sentences judged to be acceptable| see Cover this gdturdiscussion), questionnaires, and
production experiments (for a discussion of methods, spekeifke 2011 and Bohnemeyer this
volume). Translations do not constitute data (though thay provide clues about the meanings

of sentences of the object language;!see Matthewson 200Bealdhis volume).

(B8c) The description should be based on positive and negedi evidence.

As illustrated with example$1(8) t6(lL1), positive evidemdentifies particular meanings that an
utterance is compatible with, whereas negative evidenestiiies particular meanings that an
utterance is incompatible with. A meaning description tbhaly identifies the truth and felicity

conditions of a particular utterance if both positive andata/e evidence are provided.

(E8d) The description should maximize replicability.

By this we mean that the information provided about how theiepal generalization was estab-
lished should be precise enough to allow other researcheepticate the findings in the same
language or to explore comparable meanings in other largudihe level of detail should be on
par with the level of detail provided in “method” and “anal/ssections of experimental papers.
In particular, the discussion should include informatidwow@t how the researcher interacted with
the consultants (one-on-one elicitation, group intergigrarticipant observation, etc.), the number

of consultants that participated in the research, relestaautacteristics of the consultants (sex, age,
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linguistic background, etc.), the range of examples eliithe prompts given to the consultants
in elicitation, and even, ideally, the kinds of responsesdysultants that led to positing that the
consultant judged the utterance to be (un)acceptableuimd verbal and non-verbal cues, such
as puzzled looks, laughing, and shaking of heads). Thigplast of information is particularly

important to provide to ensure cross-consultant and deoggdage comparability. A meaning de-
scription that provides this level of detail about the melilogy by which the data were obtained
not only maximizes replicability, but also allows for suggent explorations of the same topic to

improve on the methodology, as discussed in Tonhagtsa (2013).

(E8e) The description should maximize generalizability.

The more consultants participate in a descriptive researgject, and the wider the range of ut-
terances that are judged, the more likely it is that the eicgligeneralizations that constitute the
meaning description will generalize to the grammar of theetanguage and to the wider popula-
tion of speakers. Furthermore, the more consultants acdviest and the more utterance types are
judged, the easier is it to identify patterns about the laiggithat are particular to a subset of con-
sultants due to, for instance, sociological or dialectailateon. In practice, it is often not feasible
to conduct fieldwork-based research with many consultangs ue to limited speaker availabil-
ity and/or fieldwork time constraints). To identify the extéo which the meaning description is
generalizable, a descriptive research project should plcevabout how many consultants partic-
ipated, the range of data used to establish a particularreralgeneralization, and for which data

and empirical generalizations there were disagreementseba the consultants’ judgments.
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Abstract

Over the past three decades, theories of meaning have sirogggabecome informed by empirical

generalizations based on data gathered in fieldwork witbrdtieally untrained native speakers.
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This paper discusses the interplay between theory and fiekdiw the study of meaning. Specif-
ically, we argue that i) theory can guide fieldwork on mearang when it does, more compre-
hensive meaning descriptions result, and ii) theoretdallormed descriptions are instrumental to
improving theories of meaning, and to uncovering languageansals and variation. We argue for
this theoretical stance on the basis of fieldwork on tempamdl aspectual reference, and thereby

also offer a theoretically-informed guide to exploring foral and aspectual reference in the field.
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